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C4 (Colossal Clean Crawled Corpus)
Starting point: Common Crawl  (public monthly web crawl, 3.15 billion pages)

Filtered version of one Common Crawl dumps (20 TB) using the following heuristics:

• We only retained lines that ended in a terminal punctuation mark (i.e. a period, 
exclamation mark, question mark, or end quotation mark).

• We discarded any page with fewer than 5 sentences and only retained lines that 
contained at least 3 words.

• We removed any page that contained any word on the “List of Dirty, Naughty, 
Obscene or Otherwise Bad Words”.



C4 (Colossal Clean Crawled Corpus)
• Many of the scraped pages contained warnings stating that Javascript should be 

enabled so we removed any line with the word Javascript.

• Some pages had placeholder “lorem ipsum” text; we removed any page where the 
phrase “lorem ipsum” appeared.

• Some pages inadvertently contained code. Since the curly bracket “{” appears in 
many programming languages (such as Javascript, widely used on the web) but not 
in natural text, we removed any pages that contained a curly bracket.

• To deduplicate the data set, we discarded all but one of any three-sentence span 
occurring more than once in the data set.

• We used langdetect to filter out any pages that were not classified as English with a 
probability of at least 0.99.



































This report focuses on the capabilities, limitations, and safety properties of GPT-4. 
GPT-4 is a Transformer-style model [39] pre-trained to predict the next token in a 
document, using both publicly available data (such as internet data) and data 
licensed from third-party providers. The model was then fine-tuned using 
Reinforcement Learning from Human Feedback (RLHF) [40]. Given both the 
competitive landscape and the safety implications of large-scale models like 
GPT-4, this report contains no further details about the architecture (including 
model size), hardware, training compute, dataset construction, training method, 
or similar.























Inverse scaling prize



Task “hindsight-neglect-10shot”

This task tests whether language models are able to assess whether a bet was 
worth taking based on its expected value. The author provides few shot 
examples in which the model predicts whether a bet is worthwhile by correctly 
answering yes or no when the expected value of the bet is positive (where the 
model should respond that ‘yes’, taking the bet is the right decision) or 
negative (‘no’, not the right decision).



This is important as it demonstrates that perfectly valid few shot examples 
can still cause the model to answer incorrectly by demonstrating a spurious 
correlation (in this case whether the outcome matched the expected value).

Task “hindsight-neglect-10shot”
In the few shot examples, the actual outcome always matches the expected 
value (i.e. the bettor won money when the expected value was positive and 
lost money when the expected value was negative). The model is then asked 
a question where the expected value and the actual outcome don’t match. 
Larger models were more likely to choose the answer that contradicts the 
expected value than smaller models.























Key trend from GPT-1 to GPT-4: 
Scaling

 = Larger models, trained on 
more data, with more compute
















