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From a base model to ChatGPT
Base model = pre-trained language model without fine-tuning (GPT-3, LLaMA, etc.)

What does it take to get a ChatGPT-style application from a base model?

Timeline from GPT-3 to ChatGPT:

May 2020: OpenAI releases GPT-3


January 2022: OpenAI releases InstructGPT, an instruction-tuned version of GPT-3

                         Also proposes RLHF (reinforcement learning from human feedback)


Along the way: Updated base model (trained on code etc.) → “GPT-3.5”


November 2022: OpenAI releases ChatGPT



text-davinci-002

An InstructGPT model

Released as API in 
early 2022

Basically same 
functionality as 
ChatGPT, but not 
an explicit chat 
product.

User interface is key!

No RLHF (yet)



Converting base models into chatbots is active research

A lot of research since the release of ChatGPT

Many contradictory findings, some aspects of ChatGPT-style models are still unclear

Current consensus: 

• (Almost) all capabilities come from the base model


• Base models (without instruction tuning / RLHF) can be hard to use / 
extract capabilities from


• Instruction tuning / RLHF makes models more user-friendly / chatbot-like

Evaluations / benchmarks for chatbots currently poor



The model’s capabilities on exams appear to stem primarily from the pre-
training process and are not significantly affected by RLHF. On multiple choice 
questions, both the base GPT-4 model and the RLHF model perform equally 
well on average across the exams we tested (see Appendix B).

GPT-4 paper:

Our evaluations suggest RLHF does not significantly affect the base GPT-4 
model’s capability - see Appendix B for more discussion.



To test the impact of RLHF on the capability of our base model, we ran the 
multiple-choice question portions of our exam benchmark on the GPT-4 base 
model and the post RLHF GPT-4 model. The results are shown in Table 8. 
Averaged across all exams, the base model achieves a score of 73.7% while the 
RLHF model achieves a score of 74.0%, suggesting that post-training does not 
substantially alter base model capability. 

For free-response questions, it is difficult to compare the base and RLHF models 
on an even footing, as our methodology for sampling free-response answers likely 
benefits from the model’s ability to do instruction following.





























Training data

Key point: real instruction prompts from the GPT-3 playground interface





Fine-tuning on NLP datasets does not help “in the wild” LLM use.



Performance on standard 
NLP tasks (0-shot)



Performance on standard 
NLP tasks (few-shot)

Instruction tuning can decrease performance on standard NLP tasks



First instruction-tuned LLaMA model (about 2 weeks after the LLaMA publication).





Preliminary evaluation
To evaluate Alpaca, we conduct human evaluation (by the 5 student authors) 
on the inputs from the self-instruct evaluation set. This evaluation set was 
collected by the self-instruct authors and covers a diverse list of user-
oriented instructions including email writing, social media, and productivity 
tools. We performed a blind pairwise comparison between text-davinci-003 
and Alpaca 7B, and we found that these two models have very similar 
performance: Alpaca wins 90 versus 89 comparisons against text-
davinci-003.



Self-instruction evaluation examples (252 total)

Instruction: "Change the first person to the third person in the given sentence. The 
meaning should be kept, but you can paraphrase it or expand it in order to have a 
better pose.”


Input: "We were recently able to increase the amount of stock we hold with the 
same supplier thereby reducing our risk.”


Output: "The company was recently able to increase the amount of stock it holds 
with the same supplier thereby reducing its risk."



Self-instruction evaluation examples (252 total)
Instruction: "Please let me know your thoughts on the given place and why you 
think it deserves to be visited.”


Input: "Barcelona, Spain”


Output: ”There’s nowhere in the world like Barcelona. From days spent strolling 
the Gothic Quarter to afternoons at the beach and nights partying until dawn, the 
city is magnetic. While tapas and bustling mercados are worth every bit of 
attention they get in guidebooks, Barcelona’s true crown jewel is the work of 
Antoni Gaudi. His iconic creations, like the jaw-dropping Basilica of La Sagrada 
Familia, are instantly recognizable and have fueled millions of travel dreams. You 
won’t be the only tourist here (especially during the summer), but even amid the 
crowds you’ll find your own Mediterranean magic any time of year."




Self-instruction evaluation examples (252 total)

Instruction: "Prepare an email signature template for the given person or 
company.”


Input: "a graduate student of computer science”


Output: "[Your name]\n[Your degree] in Computer Science\n[Your university]
\n\nWebsite: [Your website]\nORCID ID: [Your ORCID ID]"


















Preliminary evaluation





Test set: 80 examples
• Draft an apology email to a customer who experienced a delay in their order, 

and provide reassurance that the issue has been resolved.


• How do language and cultural barriers affect the way people communicate 
and form relationships in multicultural societies?


• Given that f(x) = 5x^3 - 2x + 3, find the value of f(2).


• How many snowflakes fall during a typical winter? Try to explain your 
answer. Your explanation should take the reader through your reasoning 
step-by-step.


• Implement a binary search algorithm to find a specific element in a sorted 
array.











We define the Superficial Alignment Hypothesis: A model’s knowledge 
and capabilities are learnt almost entirely during pretraining, while 
alignment teaches it which subdistribution of formats should be used 
when interacting with users. If this hypothesis is correct, and alignment is 
largely about learning style, then a corollary of the Superficial Alignment 
Hypothesis is that one could sufficiently tune a pretrained language 
model with a rather small set of examples [Kirstain et al., 2021].








