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GPT



Fine-tuning

1. Pre-training

Large-scale 
noisy web 

data

2. Fine-tuning

Large-scale 
noisy web 

data

Adapting to a task of interest

Small-scale 
clean task-

specific data

State-of-the-art ML models often come from a two-step process.





Training dataset
BooksCorpus dataset
7,000 unpublished books from a variety of genres (adventure, fantasy, etc.)

In order to train our sentence similarity model we collected a corpus of 11,038 books from 
the web. These are free books written by yet unpublished authors. We only included books 
that had more than 20K words in order to filter out perhaps noisier shorter stories. The 
dataset has books in 16 different genres, e.g., Romance (2,865 books), Fantasy (1,479), 
Science fiction (786), Teen (430), etc.













GPT-2











F1-score

Source: 
Wikipedia

Computed on bag of word representation of 
prediction and ground truth.



Training dataset
Web scrape with focus on document quality.

All outbound links from Reddit with at least 3 karma.

Goal: high quality via human curation
But: explicit human annotation too expensive

Resulting dataset: WebText
8M documents / 40 GB of text after more heuristic filtering and de-duplication

(45M links)

Only text (HTML etc removed)



Model
Transformer (next time!)

Four model sizes:

Vocabulary size: 50,257

Context size: 1024 tokens

Training batch size: 512









The city councilmen refused the demonstrators a permit because they [feared/
advocated] violence. Who [feared/advocated] violence?


Answers: The city councilmen/the demonstrators.

The trophy doesn't fit into the brown suitcase because it's too [small/
large]. What is too [small/large]?

 
Answers: The suitcase/the trophy.

Joan made sure to thank Susan for all the help she had [given/received]. Who 
had [given/received] help?


Answers: Susan/Joan.





Natural questions dataset

GPT-2: 4.1% correct  (smallest model: 1.0%,  Alec: 17 out of 100)



GPT-3





Fine-tuning vs. zero / few-shot inference

1. Pre-training

Large-scale 
noisy web 

data

2. Fine-tuning

Large-scale 
noisy web 

data

Adapting to a task of interest

Small-scale 
clean task-

specific data

State-of-the-art ML models often come (now came?) from a two-step process.



“In-context learning”









Models





Training set

Filtering:

• Classifier trained on WebText2 vs Common Crawl

• Deduplication

















Beyond the GPTs
















