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Basics
Room: CSE2 G04  (Gates building)

Website: https://mlfoundations.github.io/advancedml-sp23/

• Announcements

• Material (schedule, slides, lecture notes, etc.)

• Links (Ed)

Ask questions any time!

Please provide feedback if you see things we can improve or suggestions for topics

Time: Tuesday / Thursday 10 - 11:20 am

Course staff mailing list: multi_cse493s_sp23@uw.edu

Likely no recordings (room not set up for lecture recordings).

https://mlfoundations.github.io/advancedml-sp23/


Grading
Exact details still TBD, most likely:

Two homeworks 
• One for the theory-oriented part of the class


 (Released end of next week, due three weeks later)

• One for the experiment-oriented part

Course project, for instance:

• Re-implementing a paper

• New idea on top of an existing code base

• Summarizing a line of theoretical work

• Original research
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Goal for the class
Learning outcome: foundations for graduate research in machine learning.

Advanced ML is going to fill a gap in our ML classes at UW CSE:

Introduction to machine learning (446 / 546) 
• Overview of existing methods and how to apply them

• Less emphasis on theory or developing new state-of-the-art methods

Graduate classes (deep learning, reinforcement learning, interactive learning, etc.) 
• More specialized to certain research directions

• Often assume basic background in learning theory (or would like to)



What are the foundations for ML research?
Traditionally, ML foundations emphasize the mathematical theory in the field.

High-level approach: 
1. Formally define a learning problem

2. Propose algorithms to solve the problem

3. Analyze their running time and sample complexity

Theoretical development based on deductive reasoning (theorems & 
proofs), similar to a classical algorithms class (sorting, shortest path, etc.)

Over the past 10 years, a lot of progress on the AI-side of ML has been driven by 
experiments, usually with little or no mathematical theory.

We will cover both theoretical and empirical foundations.



Explosive Growth in ML

11



12

Self-driving cars Voice assistants

Content moderation Chatbots



What are the key advancements?

13

Progress in multiple areas of machine learning with similar approach: deep learning

• Computer vision


• Automatic speech recognition


• Natural language processing


• Game playing (Go, Atari, Starcraft, DotA)

Focus today: computer vision



[Deng, Dong, Socher, Li, Li, Fei-Fei’09]
[Russakovsky, Deng, Su, Krause, Satheesh, Ma, Huang, Karpathy, Khosla, Bernstein, Berg Fei-Fei’15] 14



ImageNet

Golden retriever

Great white shark

Minibus

Large image classification dataset: 1.2 mio training images, 1,000 image classes.

15



ImageNet competition year
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“It is my opinion that the following 
paper is the most impactful paper in 
machine learning and computer vision 
in the last five years.” 
Jitendra Malik, CACM June 2017

ImageNet
Progress over the past decade:

16



ImageNet History
Key person: Fei-Fei Li

Assistant prof at Princeton starting 2007

Princeton is also home to the WordNet project

Hierarchical database of words in English and other languages



ImageNet History
Fei-Fei’s vision (2006 — 2007):

• Humans know thousands of visual categories (neuroscience).

• If we want human-like computer vision, we need correspondingly large datasets.

Let’s populate all of WordNet with around 1,000 images per node!

About 50 million images for about 50,000 classes  (nouns in WordNet)

Context: PASCAL VOC 
• Most active object detection / classification dataset from 2005 - 2012 

• Largest version (2012): 12,000 images total for 20 classes

(Planned) ImageNet is 1000x larger!



Building ImageNet
Main student: Jia Deng  (now back at Princeton as faculty)

Where do you get 50 million images?

Internet!  (increasing amount of consumer photos)

How do you label them?

Internet!  (Crowdsourcing platforms)

+ lots of clever task design

[Deng, Dong, Socher, Li, Li, Fei-Fei’09]+ lots of hard work























ImageNet Competition

Alex Berg  (prof at UNC and research scientist at FAIR)

ImageNet was about 10% done (already 5 million images!)

Let’s make it a competition!

ImageNet Large Scale Visual Recognition Challenge (ILSVRC)

Olga Russakovsky (student then postdoc at Stanford)

“Small” version of ImageNet: 1,000 classes, 1.2 million images

“ImageNet” has become equivalent to ILSVRC 2012





ImageNet Classification Task
Training data: 1.2 million images for 1,000 classes  (roughly class-balanced)


Validation set: 50,000 images for 1,000 classes (exactly class-balanced)


Test set: 150,000 images for 1,000 classes (exactly class-balanced, hidden labels)

Evaluation metric:  Top-5 accuracy

•Five predictions per image

•Prediction counts as correct if the image label is among the five predictions

Why? Sometimes multiple labels per image, sometimes unclear class boundaries.
+ task is already hard enough



n03950228     pitcher, ewer

WordNet ID (wnid) Synonym set



n02488702     colobus, colobus monkey



n03026506     Christmas stocking




n02950826     cannon



n02094258     Norwich terrier



n02412080    ram, tup



n04613696     yurt



n01687978     agama



n02134418     sloth bear, Melursus ursinus, Ursus ursinus



n04591713     wine bottle



11 teams 4 teams 6 teams



AlexNet



AlexNet
Large convolutional neural network (CNN)


Basic idea like in the late 80s, many “tricks” to get it to work on ImageNet

Structured, learnable linear layer followed by a simple element-wise non-linearity
Basic building block:

Repeat the building block several times, add a classification loss at the end.



AlexNet Ingredients
ReLU (rectified linear unit) non-linearity

Training on GPUs

Local response normalization

Overlapping pooling

Dropout

Data augmentation

Why these? Each change lead to 0 - 2 percentage points of accuracy improvement.



AlexNet Background
Alex’ Masters thesis: “Learning Multiple Layers of Features from Tiny Images”

Built a smaller image classification dataset CIFAR-10

• 50,000 images

• 10 classes

• 32x32 pixels

• Subset of a large dataset TinyImages (80 million images)

Alex worked on fast neural network implementations for CIFAR-10.

Good results, so they decided to scale up the approach

Alex tuned the model for one year on ImageNet



AlexNet Results

130,000 citations, Turing award, transformation of computer science

About 9 percentage points improvement over previous state-of-the art

???



Immediate Controversy in 2012



NOTE: Alyosha is a great scientist.

           When he’s wrong, he’s happy to admit it and he is wrong in interesting ways.



11 teams 4 teams 6 teams 24 teams 32 teams 68 teams 84 teams 28 teams

Large improvement, new method Tremendous interest from the community



Impact on ImageNet
Effectively every team switches to convolutional neural networks. 

Subsequent networks
• VGG (2014): up to 19 layers (AlexNet: 8 layers), more parameters


• ResNet (2015): 150 layers, more parameters


• Wide ResNets, ResNeXT, SE-ResNet, EfficientNet, AmoebaNet, 
MobileNet, Inception, NASNet, DenseNet, SqueezeNet, etc.

Training times increase to weeks on dozens of GPUs ($30k) …

… and decrease by orders of magnitude ($100 for a ResNet)



Impact on Computer Vision
Effectively the entire field switches to convolutional neural networks. 

• Object detection


• Image segmentation


• Pose estimation


• 3D reconstruction


• Image inpainting


• Generative models


• etc. Deep learning revolution in computer vision



Historical Comparison - Revolutions



Historical Comparison - Revolutions

CAVEAT:  D O   N O T   M E A S U R E   S C I E N C E   
B Y   C I T A T I O N   C O U N T 

10k more

than Marx!



Similar Performance Trends for Many Other Datasets
Object detection (PASCAL VOC)



Object Detection (MS COCO)

https://paperswithcode.com/sota



Semantic Segmentation (Cityscapes)



Machine Translation (WMT EN-DE)



Question Answering (SQuAD 1.1)



Language Modeling (WikiText-103)



Key points
Field largely guided by benchmarks

Small number of key datasets for each task (image classification, detection, etc.)

Algorithmic / model innovations justified by improvements on benchmarks

Little to no mathematical theory 

Substantial progress on a wide range of benchmarks

Algorithmic innovations usually tested on multiple datasets



Culture shift
2000 - 2010 2010 - 2020

Empirical progress usually goes

    hand in hand with theoretical results

Empirical progress usually comes

    without mathematical theory

• Support vector machines & kernels


• Boosting


• Matrix factorization and tensor 
methods


• Compressed sensing / high-dim stats


• Convex optimization

• Convolutional neural networks


• Recurrent neural networks


• Transformers (NLP)


• Network architecture improvements


• Zoo of different architectures



Culture shift
2000 - 2010 2010 - 2020

Empirical progress usually goes

    hand in hand with theoretical results

Empirical progress usually comes

    without mathematical theory

Emphasis on provable guarantees Emphasis on benchmarks

Optimization problems often convex Non-convexity is fine

Large-scale purely experimental workNo specialized hardware



A caveat with ML benchmarks
Excitement about experimental results, rapid growth in machine learning

But: even results on datasets like ImageNet remained controversial until about 2019.

One common criticism: overfitting from test set re-use



What are we Measuring with a Benchmark?

66

There is nothing special about the 100k images in the ImageNet test set.

What do we really care about?



Generalization
At least, the classifiers should perform similarly well on new data from the same source. 

Data source

83%

Data cleaning

82 - 84%

67



Ideal ML Workflow

Training set Validation set Test set

1. Collect data

2. Split data

3. Train and

    tune model 4. Compute final test accuracy

84%

68



Typical ML Workflow

Training set Test set

1. Download data

     (fixed split)

2. Download model

4. Compute final test accuracy

90%

3. Train and tune model 69



Real Cause for Concern

All the same test set!
Also true for CIFAR-10: fixed, public train / test split since 2008.

Numbers looked good, but there was uncertainty around them.



Danger with Test Set Re-Use: Overfitting

71

Classifier results

      over time

No change (y 
= x)

Overfitting from 
    test set re-use 

Maybe we are just incrementally fitting to more and more random noise.



[…] we should not use [the test set] for model fitting or 
model selection, otherwise we will get an unrealistically 
optimistic estimate of performance of our method. This is 
one of the “golden rules” of machine learning research.

Chapter 1:

Textbooks



Slides from a Stanford NLP Class



Research Papers, e.g., PASCAL VOC
“Withholding the annotation of the test data until completion of 
the challenge played a significant part in preventing over-fitting 
of the parameters of classification or detection methods. In the 
VOC2005 challenge, test annotation was released and this led to 
some “optimistic” reported results, where a number of 
parameter settings had been run on the test set, and only 
the best reported. This danger emerges in any evaluation 
initiative where ground truth is publicly available.”

(Note: I searched for a while, there is not a single documented case of overfitting

 through test set re-use on PASCAL VOC. Alyosha helped with this.)

+ several more mentions of “danger of overfitting” in the various PASCAL papers.



Context: a group had just released a new test set for MNIST

Invented CNNs, won a Turing award

MNIST: digit classification

60k train, 10k test

10 classes

Released in 1998

Oldest widely used dataset

Now considered “easy”



I can’t really estimate the numbers, but knowing what we know about multiple testing 
does anyone really believe the SOTA rush in the mid 2010s was anything but 
crowdsourced overfitting?

https://lukeoakdenrayner.wordpress.com/2019/09/19/ai-competitions-dont-produce-useful-models/



Testing for Overfitting



Generalization
At least, the classifiers should perform similarly well on new data from the same source. 

Data source

83%

Data cleaning

82 - 84%

72%

11% drop (≈ 5 years)

???
Our experiment: sample a new ImageNet test set nearly i.i.d. 78



Overfitting

?
79



Three Forms of Overfitting

2. Overfitting through test set re-use

Model Test Set

3. Distribution shift

Original Test Set New Test Set

1. Test error ≥ training error

80



Three Forms of Overfitting

2. Overfitting through test set re-use

Model Test Set

3. Distribution shift

Original Test Set New Test Set

1. Test error ≥ training error

81



dHJJS(f)� dHJJS0(f) = dHJJS(f)� HJJD(f)

+ HJJD(f)� HJJD0(f)

+ HJJD0(f)� dHJJS0(f)
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Two Possible Causes

Original test accuracy (orig. test set S, new S’)

New test accuracy Overfitting through test set re-use

Generalization error (≈ 1%)

Distribution shift

≈ 11%

(S is drawn from D) 82
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Three Forms of Overfitting

2. Overfitting through test set re-use

Model Test Set

3. Distribution shift

Original Test Set New Test Set

1. Test error ≥ training error
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The best models on the original test set stay the best models on the new test set.

All models see a substantial drop in accuracy.
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11% drop

Best model

    (early 2019)No change (y = x)

Alexnet (2012)
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Later models see a smaller drop in accuracy.
AutoAugment vs. ResNet:    4.9% difference on CIFAR-10

AutoAugment vs. ResNet:  10.3% difference on CIFAR-10.1

No change (y = x)

85

Exact opposite!



Overfitting Is Surprisingly Absent
No overfitting despite 10 years of test set re-use on CIFAR-10 and ImageNet.

Kaggle: Meta-analysis of 120 ML competitions [Roelofs, Fridovich-Keil, Miller, Shankar, Hardt, Recht, Schmidt ’19]

Relative ordering preserved. Progress is real!

MNIST: similar conclusions in [Yadav, Bottou’19]

             no overfitting after 20+ years of MNIST

Our results unambiguously confirm the trends observed by Recht et al. [2018, 2019]: 
although the misclassification rates are slightly off, classifier ordering and model 
selection remain broadly reliable.

86



Why Does Test Set Re-use Not Lead to Overfitting?

[Mania, Miller, Schmidt, Hardt, Recht’19]

Similarity of two models fi and fj: agreement of 0-1 loss on the data distribution.

0.0 0.5 1.0
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Model Similarities on ImageNet

Actual Similarity

Independent Similarity

One mechanism: model similarity mitigates test set re-use.

Likely only a partial explanation (see Moritz Hardt’s keynote at COLT 2019).
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Two Possible Causes

Original test accuracy (orig. test set S, new S’)

New test accuracy Overfitting through test set re-use

Generalization error (≈ 1%)

Distribution shift

≈ 11%
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Three Forms of Overfitting

2. Overfitting through test set re-use

Model Test Set

3. Distribution shift

Original Test Set New Test Set

1. Test error ≥ training error
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ImageNet Creation Process

1. Find relevant search keywords for each class from WordNet 
(e.g., “goldfish”, “Carassius auratus” for wnid “n01443537”)


2. Search for images on Flickr


3. Show images to MTurk workers


4. Sample a class-balanced dataset

Detailed description in [Deng, Dong, Socher, Li, Li, Fei-Fei’09]:

We replicated this process as closely as possible.

Likely source of 
   distribution shift

+
+
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Data Cleaning With MTurk

91

Instructions: Select all 

  images containing a bow.



Data Cleaning With MTurk

…

Worker 1 Worker 10Worker 2

Main quantity: selection frequency  =  Number of workers who selected image i
Number of workers who saw image i

: 1.0 : 1.0 : 0.67 : 0.33 : 0.0
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Sampling Strategy for a New Test Set
Input: Selection frequencies from MTurk

           (= fraction of workers selecting the image)


Output: representative & correct subset

Our approach: 
        1. Bin the existing validation images

            by selection frequency.


ImageNet Validation

0 0.2 0.4 0.6 0.8 1.0

2. Sample images from our candidate pool to

    match the selection frequency distribution.

New test set 
ImageNet Validation



Three New Test Sets

Test Set Average MTurk 
Selection Frequency

Average Top-1 
Accuracy Change

ApproxCalibrated 0.73 - 12%

Easier 0.85 - 3%

Easiest 0.93 + 2%

ApproxCalibrated: Selection frequencies comparable to the original test set (0.71).

Easier: Different sampling strategy, higher selection frequencies.

Easiest: Highest selection frequencies in our candidate pool.

Selection frequencies have large impact on classification accuracies.
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All correctly 
    labeled!



Relative ordering is stable, absolute accuracies are brittle.



1. Logistics

2. Background & motivation

3. Course outline



Course Outline
Two parts:

1. Theoretical foundations (7 lectures)

      Guiding principles: generalization and empirical risk minimization 
      We will look at both statistical aspects (generalization bounds)

                                 and algorithmic aspects (optimization algorithms)

2. Empirical foundations (12 lectures)

      Goal: understand the ingredients for large language models, specifically GPT-3. 
      Model architecture, language modeling, scaling laws, evaluations, efficiency, etc.

      Also: multimodal models, fine-tuning (RLHF), datasets, generative models.



Thanks!


Questions?


