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Goals for today

Give examples of research on the “other” (non-model) half of machine learning

Inspiration for course projects

Course project timeline, expectations, etc.



Recap from last lecture

Large improvement, new methods Tremendous impact on machine learning



Contrast to classical algorithms
Classical algorithms Empirical machine learning

Precisely defined general problems

(e.g., shortest path on directed graphs)

Problems defined by specific datasets

(e.g., ImageNet, SQuAD, etc.)

Algorithm is provably correct Accuracy measured on a test set

Algorithm compared in terms of time 
complexity, space complexity, etc.

Algorithm compared on specific 
benchmark results

(Note: learning theory offers provable guarantees, but not for specific algorithms such

           as the latest network architecture, or for specific datasets.)

Validity of empirical results is crucial

Need conceptual frameworks to organize datasets & benchmarks
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3. Do benchmark results transfer across test distributions?
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What are we Measuring with a Benchmark?

9

There is nothing special about the 100k images in the ImageNet test set.

What do we really care about?



Generalization
At least, the classifiers should perform similarly well on new data from the same source. 

Data source

83%

Data cleaning

82 - 84%
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Generalization, more formally



How can we reliably measure generalization?



Ideal ML workflow: holdout method

Training set Validation set Test set

1. Collect data

2. Split data

3. Train and

    tune model 4. Compute final test accuracy

84%
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Typical ML workflow: hold-out re-use

Training set Test set

1. Download data

     (fixed split)

2. Download model

4. Compute final test accuracy

90%

3. Train and tune model 14



Multiple hypothesis 
testing

Each model we test

on the “hold-out” is a

hypothesis.



If you test multiple 
hypotheses without 
corrections, statistical 
guarantees can become 
meaningless.



Replication Crisis in the Sciences



Real Cause for Concern

All the same test set!
Also true for CIFAR-10: fixed, public train / test split since 2008.

Numbers looked good, but there was substantial uncertainty around them.



[…] we should not use [the test set] for model fitting or 
model selection, otherwise we will get an unrealistically 
optimistic estimate of performance of our method. This is 
one of the “golden rules” of machine learning research.

[…] new test data is required each year 
in order to avoid participants […] over-
fitting on the test set.

19



Danger with Test Set Re-Use: Overfitting

20

Classifier results

      over time

No change (y 
= x)

Overfitting from 
    test set re-use 

Maybe we are just incrementally fitting to more and more random noise.



Testing for Overfitting



Generalization
At least, the classifiers should perform similarly well on new data from the same source. 

Data source

83%

Data cleaning

82 - 84%

72%

11% drop (≈ 5 years)

???
Our experiment: sample a new ImageNet test set nearly i.i.d. 22



Overfitting

?
23



Three Forms of Overfitting

2. Overfitting through test set re-use

Model Test Set

3. Distribution shift

Original Test Set New Test Set

1. Test error ≥ training error
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Two Possible Causes

Original test accuracy (orig. test set S, new S’)

New test accuracy Overfitting through test set re-use

Generalization error (≈ 1%)

Distribution shift

≈ 11%
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ऐHJJմ	ԕ
 � �]Ԉ] ం	֓Ӵ֔
୮մ ග<ԕ	ԧ
 � Ԩ>

<latexit sha1_base64="4OMJCuZrIh21yaOFv8WhnanGpvw=">AAAC03icbVHLbtNAFJ2YVzGvFJZsRkSVUgmiGEWCDVIFmy4QKoS0leIoGo+vk1HHY2vmuthMvUFs+R9+hQ1b+AzGrhdNypVGOjrnPs7cG+VSGByPf/W8Gzdv3b6zc9e/d//Bw0f93cfHJis0hxnPZKZPI2ZACgUzFCjhNNfA0kjCSXT2rtFPzkEbkanPWOWwSNlKiURwho5a9j+FX0QMa4Y2RCjRMs7rejkdJvv0DQ0TzbgNansxvahpaIp0aYflc1rt01AoOnVcynAdRS5nngzLpqZaLPuD8WjcBr0Ogg4MSBdHy92eCOOMFyko5JIZMw/GOS4s0yi4hNoPCwM542dsBXMHFUvBLGz7+ZruOSamSabdU0hb9mqFZakxVRq5zMas2dYa8n/avMDk9cIKlRcIil8OSgpJMaPNJmksNHCUlQOMa+G8Ur5mbmPo9u37e1fntN1z4Bt/sWWhBM9i2GIllqjZJtllvmjdbigapBFfXQ/fDw1gyoRqFmEPQZ6DM8XoByiAvherNda+O06wfYrr4PjlKJiMJh8ng4O33Zl2yFPyjAxJQF6RA3JIjsiMcPKT/CZ/yF9v5lnvm/f9MtXrdTVPyEZ4P/4BkxDlKQ==</latexit>

HJJե	ԕ
 � ඩ	֓Ӵ֔
୽ե ග<ԕ	ԧ
 � Ԩ>

<latexit sha1_base64="HnitKLlE69mKuNTw4so8P/ltjdM=">AAACxXicbVFda9RAFJ2NXzV+bfXRl8GlsIW6bMqCvghFq/ZBpILbFjZhmcze7A6dmYSZmyUxBP+Qv8Y 30R/jJA3S3Xph4HDOmfsZZ1JYHI9/9bxbt+/cvbdz33/w8NHjJ/3dp2c2zQ2HKU9lai5iZkEKDVMUKOEiM8BULOE8vnzX6OdrMFak+iuWGUSKLbVIBGfoqHn/Q4hQYMU4r+fVcT1M9ukbGiqGqziu3jtuWBzQcp+GVih6XNPw4J8a1LNkWDT+Mpr3B+PRuA16EwQdGJAuTue7vWW4SHmuQCOXzNpZMM4wqphBwSXUfphbyBi/ZEuYOaiZAhtV7cA13XPMgiapcU8jbdnrPyqmrC1V7JxNs3Zba8j/abMck9dRJXSWI2h+VSjJJcWUNtujC2GAoywdYNwI1yvlK2YYR7dj39+7XqfNngHfmKUqci14uoAtVmKBhm2SnfNl2+2GYkBa8c3l8EMLqJjQzR6qE5BrcD0x+hlyoJ/EcoW1O02wfYib4OxwFExGky+TwdHb7kg75Dl5QYYkIK/IETkhp2RKOPlBfpLf5I/30VMeeusrq9fr/jwjG+F9/wspHt8d</latexit>



Three Forms of Overfitting

2. Overfitting through test set re-use

Model Test Set

3. Distribution shift

Original Test Set New Test Set

1. Test error ≥ training error
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The best models on the original test set stay the best models on the new test set.

All models see a substantial drop in accuracy.
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Best model

    (early 2019)No change (y = x)

Alexnet (2012)
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Later models see a smaller drop in accuracy.
AutoAugment vs. ResNet:    4.9% difference on CIFAR-10

AutoAugment vs. ResNet:  10.3% difference on CIFAR-10.1

No change (y = x)

29

Exact opposite!



Overfitting Is Surprisingly Absent
No overfitting despite 10 years of test set re-use on CIFAR-10 and ImageNet.

Kaggle: Meta-analysis of 120 ML competitions [Roelofs, Fridovich-Keil, Miller, Shankar, Hardt, Recht, Schmidt ’19]

Relative ordering preserved. Progress is real!

MNIST: similar conclusions in [Yadav, Bottou’19]

             no overfitting after 20+ years of MNIST

Our results unambiguously confirm the trends observed by Recht et al. [2018, 2019]: 
although the misclassification rates are slightly off, classifier ordering and model 
selection remain broadly reliable.

30



Why Does Test Set Re-use Not Lead to Overfitting?

[Mania, Miller, Schmidt, Hardt, Recht’19]

Similarity of two models fi and fj: agreement of 0-1 loss on the data distribution.
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One mechanism: model similarity mitigates test set re-use.

Likely only a partial explanation (see Moritz Hardt’s keynote at COLT 2019).
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Three Forms of Overfitting

2. Overfitting through test set re-use

Model Test Set

3. Distribution shift

Original Test Set New Test Set

1. Test error ≥ training error
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ImageNet Creation Process

1. Find relevant search keywords for each class from WordNet 
(e.g., “goldfish”, “Carassius auratus” for wnid “n01443537”)


2. Search for images on Flickr


3. Show images to MTurk workers


4. Sample a class-balanced dataset

Detailed description in [Deng, Dong, Socher, Li, Li, Fei-Fei’09]:

We replicated this process as closely as possible.

Likely source of

   distribution shift

+
+

34



Data Cleaning With MTurk

35

Instructions: Select all 

  images containing a bow.



Data Cleaning With MTurk

…

Worker 1 Worker 10Worker 2

Main quantity: selection frequency  =  Number of workers who selected image i
Number of workers who saw image i

: 1.0 : 1.0 : 0.67 : 0.33 : 0.0
36



Sampling Strategy for a New Test Set
Input: Selection frequencies from MTurk

           (= fraction of workers selecting the image)


Output: representative & correct subset

Our approach: 
        1. Bin the existing validation images

            by selection frequency.


ImageNet Validation

0 0.2 0.4 0.6 0.8 1.0

2. Sample images from our candidate pool to

    match the selection frequency distribution.

New test set

ImageNet Validation



Three New Test Sets

Test Set Average MTurk 
Selection Frequency

Average Top-1 
Accuracy Change

ApproxCalibrated 0.73 - 12%

Easier 0.85 - 3%

Easiest 0.93 + 2%

ApproxCalibrated: Selection frequencies comparable to the original test set (0.71).

Easier: Different sampling strategy, higher selection frequencies.

Easiest: Highest selection frequencies in our candidate pool.

Selection frequencies have large impact on classification accuracies.
38

All correctly

    labeled!



Relative ordering is stable, absolute accuracies are brittle.



1. How reliable are ML benchmark results? (Internal validity) 

2. Do benchmark results transfer across learning problems? (External validity)

3. Do benchmark results transfer across test distributions? (External validity)

4. Course projects



Why focus on ImageNet?
The community has spent a lot of effort on ImageNet.


In the end, ImageNet is not a real problem but an experiment / toy dataset.


Does progress on ImageNet actually lead to progress more broadly?

Food-101 Medical imaging



Transfer Learning
Core idea: leverage a large dataset to improve performance on a small dataset





Datasets evaluated

Recall ImageNet has 1.2 million training images (and 1,000 classes).



Better ImageNet Models Transfer Better

Progress on ImageNet helps on a wide range of image classification datasets.
Also transfer of techniques to other tasks (object detection, etc.)

But: This is not guaranteed. Some datasets are considered “bad” or too specialized.
(Models don’t work “in the wild”)



More results from the paper
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Model evaluation in ML benchmarks
Train and test sets are usually derived from a larger dataset via a random split

Train and test set are from the same distribution

Papers usually rank models by their performance on a single test set

What happens on other test distributions?

But: when deployed “in the wild”, models usually encounter a different distribution.

How large is the performance drop of a model?

Is the rank ordering consistent?



February 2018:

July 2019:

September 2019: Enhanced Summon released

Distribution shifts are a real problem

Even in the absence of recognized confounders, we 
would caution, following Recht and colleagues, that 
“current accuracy numbers are brittle and susceptible to 
even minute natural variations in the data distribution”. 
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Distribution shifts have been studied for a long time

2008

2011

But ML didn’t work that well yet

       even in-distribution …



Safety-Critical Applications of ML

Transportation

Content moderation

Health care

Robotics

Need reliable machine learning



Robustness Notions in Image Classification

Adversarial examples

Image corruptions

Dataset shift Geometric

transformations [Carlini ’19]

Video perturbations





Our Testbed
Models:

• “Standard” models (just ImageNet acc.)

• Robust models (adversarially robust 

models, models with special data 
augmentation, etc.)


• Models trained on more data

Natural distribution shifts:

• ImageNetV2, ObjectNet, ImageNet-Vid-

Anchors, YTBB-Anchors

• ImageNet-A (adversarially filtered)

Synthetic distribution shifts:

• Lp-attacks

• Image corruptions

20
0+

 m
od

el
s

200+ distribution shifts

1 cell = 1 model evaluation on 1 dataset

       (total 109 image evaluations).



Goal: Classify Robustness Notions

1. Adversarial vs. benign: does the input change depend on a trained model?

We classify test-time robustness along two axes: 

Synthetic: computer-generated perturbations

                  of a real dataset

Natural: images as they were recorded

Data source New test sets

2. Synthetic vs. natural

D = {        + f(       ) =        }

Gaussian noise, contrast changes,

    adversarial examples, etc. New, unperturbed images.



Quantifying Robustness

In-distribution 
(Source) Accuracy

Out-of-distribution 
(Target) Accuracy

Model A 80% 75%

Model B 90% 77%

Often in-distribution (“standard”) accuracy acts as a confounder.



Quantifying Robustness

In-distribution 
(Source) Accuracy

Out-of-distribution 
(Target) Accuracy Accuracy Drop

Model A 80% 75% 5%

Model B 90% 77% 13%

How do we compare models with different in-distribution accuracy?

Often in-distribution (“standard”) accuracy acts as a confounder.
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Do current models achieve effective robustness?
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Idea: Put Objects in Unusual Positions 
ImageNet ObjectNet

Mainly object-
centric and clean 
images


(collected from 
Flickr)

Intentionally 
randomized:

• object poses 

• locations

• etc.


(collected via  
specific crowd 
worker annotations)
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Alverio, Luo, 
Wang, Gutfreund, 
Tenenbaum, Katz 
’19]

ObjectNet 

   dataset



Linear trends beyond ImageNet

[Miller, Taori, Raghunathan, Sagawa, Koh, Shankar, Liang, Carmon, Schmidt ’21]



Beyond Image Classification
SQuAD (Stanford Question Answering Dataset): question answering on paragraphs

[Miller, Krauth, Recht, Schmidt ’20]Similar trends in natural language processing.
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+6%

+51%

+40%

+35%

+74%

Very large improvements in out-of-distribution robustness.



[Radford, Kim, 
Hallacy, Ramesh, 
Goh, Agarwal, Sastry, 
Askell, Mishkin, 
Clark, Krueger, 
Sutskever ’21]



1. How reliable are ML benchmark results? (Internal validity) 

2. Do benchmark results transfer across learning problems? (External validity)

3. Do benchmark results transfer across test distributions? (External validity)

4. Course projects



Project content
In principle, anything broadly related to the course is welcome (ongoing research OK).

      Talk to me if you have a specific idea in mind (please send me a message).

In the following, we’ll sketch out a default template for projects that will be interesting

       across multiple domains.

Short version:

Scatter plots



Why scatter plots?
A lot of questions in this course revolve around what ML evaluations mean.

How do measurements acquire meaning?

Some measurements are directly relevant, e.g., performance in an application
Other measurements acquire meaning via connections to other quantities.

(E.g., most physical quantities like mass, etc.)

A simple but very useful way to understand the connection between two

        quantities is to run experiments, measure both, and plot them

Scatter plots



Two types of experiments
Transfer of performance across datasets

Pick two or more datasets / benchmarks in your domain of expertise

          (e.g., pairs of datasets that seem more or less related)

Build a testbed with a range of different methods

         Different architectures, pre-training datasets, optimizers, etc.

         The testbed should cover a large performance range on the source dataset.

Evaluate the testbed on the source dataset and the other datasets

          (With fine-tuning, training from scratch, etc.)

Make a scatter plot and interpret the results

          Are there consistent trends? What do they tell us about the datasets?



Two types of experiments
Performance under distribution shift

Pick one dataset in your domain of expertise and create one or more dist. shifts

          (e.g., from other datasets, structured splits of datasets, new data, etc.)

Build a testbed with a range of different methods

         Different architectures, pre-training datasets, optimizers, etc.

         The testbed should cover a large performance range on the standard test set

Evaluate the testbed on the standard test set and the other test sets

          No fine-tuning / further training!

Make a scatter plot and interpret the results

          Are there consistent trends? What do they tell us about the datasets?



Project Logistics
Group size 1 - 3 people

Project proposals due Thursday next week (October 14)

            Talk to us before then if you have questions

Proposals should be 1 - 2 pages of text describing the experiment (datasets used,

             models in the testbed, etc.) and contain sketches of the key plots.

One class (likely October 19): short presentations what everyone is planning to do.

Last two classes of the quarter: project presentations with results

Final deliverable: project report + GitHub repository  (due date likely Dec 11).

Questions?


