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Introductions
• Name

• Program & what year

• Research interests & advisor

• ML classes taken

• Project ideas



Discussion sessions
Format: Role-Playing Paper-Reading Seminars

Introduced by Alec Jacobson and Colin Raffel

https://colinraffel.com/blog/role-playing-seminar.html

Key idea: spread out paper presentation into many distinct sub-tasks

Increase participation in discussions

Reduce load on presenter

In aggregate deeper engagement with paper from more perspectives
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Roles

We’ll have two more roles

Connector: connect & contrast papers if we read more than one

Summarizer: Summarize key points of the paper as intro for discussion
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Discussion logistics
One week before the discussion session: we randomly assign people to roles

Everyone enrolled in the class is automatically assigned
Everyone else is still strongly encouraged to participate → message Mitchell

Everyone is assigned to a role → we will have multiple people per role

Each role team decides presenter for a given week (load-balance over the quarter)

The day before the discussion session, each role sends PDF slides to us

Each role will have 10 min, usually with a 5 min presentation, 5 min discussion split

Some weeks will have special instructions for some of the roles



First discussion session

You can vote what we read!

Thursday October 14  (a week from now)

Warm-up: We’ll read two classical papers to get used to the format

Option A:  ImageNet dataset paper (2009)

                  ImageNet competition retrospective paper (2015)

Option B:  AlexNet (2012)

                  ResNet (2015)



Tools channel on Mattermost
Post your favorite Python package, command-line tool, etc.!
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History of Benchmarking in ML
1960s: large investments in science and technology

            (Result of Sputnik, etc.)

Speech recognition and translation get a lot of attention,

            are glamorous fields, and attract funding.

But results are lacking



John R. Pierce (1910 - 2002)
Director of research at Bell Labs

Co-invented pulse code modulation, managed 
the team that invented the transistor (and 
invented the name), led development of first 
commercial communications satellite, etc.


Did not like AI and wrote about it in the ALPAC 
report and “Whither Speech Recognition?”



ALPAC Report  (1964 - 1966)
Automatic Language Processing Advisory Committee: 7 researchers led by Pierce

Established by the US government to evaluate potential of machine translation for 
various government agencies (mostly defense / science focused (Russian journals)).

Negative conclusions for machine translation, recommends 
investment in computational linguistics instead


No government funding for machine translation for 10 - 20 years




“Whither Speech Recognition?”  (1969)
Again John Pierce, this time a single-author short 1.5 page letter to the Journal of the 
Acoustical Society of America


Very critical of speech recognition research

“We are safe in asserting that speech recognition is attractive to money. The 
attraction is perhaps similar to the attraction of schemes for turning water into 
gasoline, extracting gold from the sea, curing cancer, or going to the moon. One 
doesn’t attract thoughtlessly given dollars by means of schemes for cutting the cost 
of soap by 10%. To sell suckers, one uses deceit and offers glamour.”

No funding for speech recognition for 10 - 20 years




Quote from “Whither Speech Recognition?”
Most recognizers behave, not like scientists, but like mad inventors or 
untrustworthy engineers. The typical recognizer gets it into his head 
that he can solve “the problem.” The basis for this is either individual 
inspiration (the “mad inventor” source of knowledge) or acceptance of 
untested rules, schemes, or information (the untrustworthy engineer 
approach). . . . 

The typical recognizer . . . builds or programs an elaborate system that 
either does very little or flops in an obscure way. A lot of money and 
time are spent. No simple, clear, sure knowledge is gained. The 
work has been an experience, not an experiment. 



Quote from “Whither Speech Recognition?”
It is clear that glamor and any deceit in the field of speech recognition blind 
the takers of funds as much as they blind the givers of funds. What particular 
considerations have led to this enthusiasm? [...] 

Turing asked, On what basis can we say that a machine thinks? His perfectly 
rational answer was that if, in conversing with a machine, we cannot tell 
whether it is a human being or a machine, then we can scarcely deny that the 
machine thinks. [...] 

We should consider, however, that in deception, studied and artful deceit is 
apt to succeed better and more quickly than science. 



Bringing Funding for Translation and Speech 
Recognition Back

Two people were key in resuming government funding for speech and translation 
in the mid to late 80s:


Fred Jelinek: research manager at IBM

Charles Wayne: program manager at DARPA

Key idea: make evaluations “glamour and deceit”-proof
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Fred Jelinek
PhD in information theory (Fano)

Led IBM’s effort on the “general dictation problem” from 1972 to 1980

Advocate for comparing the quantitative performance of alternative algorithms 
on test sets, using fixed and automatically calculated evaluation metrics.


Also strongly in favor of sharing datasets, evaluation metric, algorithms, etc.


Same approach for machine translation and other problems in his group.

"Every time I fire a linguist, the performance of the speech recognizer goes up.”



Charles Wayne
DARPA program manager responsible for funding restart in 1986

Key idea: emphasize evaluation. Well-defined objective evaluation, applied by 
a neutral agent (NIST) on shared datasets (often Linguistic Data Consortium)


Initially both Pierce-style engineers and speech researchers were skeptical, but the 
approach was successful

“Glamour and deceit”-proof, funders could measure progress
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Speech Recognition Benchmarks
Also in 1987:


David Aha creates the 
UCI dataset repository

ML community

adopts benchmark

paradigm

Key benchmark before

ImageNet: PASCAL VOC
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Main goal in ML: generalization
At least, the classifiers should perform similarly well on new data from the same source. 

Data source

83%

Data cleaning

82 - 84%

72%

11% drop (≈ 5 years)

???
Our experiment: sample a new ImageNet test set nearly i.i.d. 25

There is randomness involved

What if we just got unlucky?
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ML and statistical rigor
Many ML papers do not even attempt to quantify statistical uncertainty 
          This would be unacceptable in most other sciences

          (Caveat: statistical analyses can easily be flawed or distract from other issues) 

The extent to which this is a problem varies greatly by area.

Computer vision tends to have large test sets (10k+ examples)

        → Simple averages tend to be quite accurate (+/- 1 percentage point)                 

Other fields (e.g., NLP) sometimes have much smaller test sets

        → Performance comparisons can quickly become meaningless                



Recall: datasets for ImageNet transfer

ImageNet itself has 50,000 test images
MS COCO has 80,000 test images



NLP: SuperGLUE



How do we get a handle on uncertainty from sampling?
Statistics has developed a lot of answers to these questions in the past 100 years.

Standard answer:



Interpretation





Single sample interpretation
"There is a 90% probability that the calculated confidence interval from some 
future experiment encompasses the true value of the population parameter.” 

Probability statement about the confidence interval, not the population parameter. 


Pre-experiment point of view: the experimenter sets out the way in which they 
intend to calculate a confidence interval and to know, before they do the actual 
experiment, that the interval they will end up calculating has a particular chance 
of covering the true but unknown value.


Similar to the "repeated sample" interpretation above, except that it avoids relying 
on considering hypothetical repeats of a sampling procedure that may not be 
repeatable in any meaningful sense.

Source: Wikipedia and Neyman’s 1937 paper 





Confusions
A 95% confidence level does not mean that for a given realized interval 
there is a 95% probability that the population parameter lies within the 
interval.  

Once an interval is calculated, this interval either covers the parameter value or 
it does not; it is no longer a matter of probability.


The 95% probability relates to the reliability of the estimation procedure, not to a 
specific calculated interval. Neyman himself (the original proponent of 
confidence intervals) made this point in his original paper:

Source: Wikipedia and Neyman’s 1937 paper 



"It will be noticed that in the above description, the probability statements refer 
to the problems of estimation with which the statistician will be concerned in 
the future. In fact, I have repeatedly stated that the frequency of correct results 
will tend to α. Consider now the case when a sample is already drawn, and the 
calculations have given [particular limits]. Can we say that in this particular case 
the probability of the true value [falling between these limits] is equal to α? The 
answer is obviously in the negative. The parameter is an unknown constant, 
and no probability statement concerning its value may be made..."





Let’s compute some probability bounds


